Flocking Algorithm for Directed Multi-Agent Networks via Pinning Control
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Abstract: In this paper, an effective pinning strategy for directed multi-agent network to improve the control efficiency is proposed, and combining the theory of graph and analysis of control theory method. The algorithm based on information transfer matrix of the multi-agent network topology structure and according to maximum multiplicity of its eigenvalue, the number of pinning nodes is obtained when the network controllable, then, using the control theory of PBH criterion to identify the specific pinned node and the pinning flocking control law is designed. Furthermore, analyze different combination of pinned nodes and topological properties for pinned node is obtained. Simulation results demonstrate that the proposed algorithm is effective in improving the control efficiency of the entire system.
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1 Introduction

In 1986, Reynolds introduced Boid model for simulation group behaviors that satisfy the three flocking rules: flock centering, collision avoidance, velocity matching rules, and the classic flocking algorithm is proposed [1]. With the development of computer technology and artificial intelligence, the multi-agent coordination control has become a hot topic in the field of complexity science and made a lot of achievements [2-4].

Considering the classic flocking algorithm may have a “split” phenomenon, a local flocking algorithm based on the agent visual field is proposed in our previous work, which used flocking pursuing mode and anti-flocking searching mode between the agent and the target to achieve a multi-target tracking [5]. Olfati-Saber put forward a flocking control algorithm with a virtual leader, and assumed that the group of all agents can obtain the state of the virtual leader information [6]. For practical applications, this control method is difficult to achieve, with the deepening research, the concept of pinning control of complex networks is considered [7-8], through a fraction agents of the network is directly applied to the input control to achieve the overall flocking behavior. On the basis of Sabers’ research, Su H S et al. further studied only a small fraction of agents knows the virtual leader information, and ultimately achieve the whole flocking behavior, but without research the pinned node selection strategy [9]. Wan X F et al. researched with time varying topology of flocking control for multi-agent network based on pinning control, and only a small fraction of agents have access to the reference state, but the pinning control strategy is determined to the randomly selected [10]. Pinning strategy is largely reduced the control costs, however, randomly pinning are uncertainty, the system control efficiency is low.

Further research, the specifically pinning control still developed, Hou B et al. studied the cluster consensus problem of high-order multi-agent systems with an observer-based control scheme [11], Ma Q et al. researched the group consensus problem of second-order nonlinear multi-agent systems through leader-following approach and pinning control [12]. In [13], a distributed cooperative control protocols is proposed, which used an inverse optimality approach together with partial stability to consider the cooperative consensus and pinning control. In [11-13], merely use the concept of pinning control, not in-depth analysis it. In this paper, an effective pinning strategy for directed multi-agent network to improve the control efficiency is proposed. The algorithm based on information transfer matrix of the directed multi-agent network topology structure and according to maximum multiplicity of its eigenvalue, the number of pinning nodes is obtained when the network controllable, then, using the control theory of PBH criterion to identify the specific pinned node and the pinning flocking control law is designed. Taking the pinned node into account it is not unique, furthermore, analyze different combination of pinned nodes and topological properties for pinned node is obtained. Simulation results demonstrate that the proposed algorithm is effective in improving the control efficiency of the entire system.

2 Preliminaries

Definition 1: A graph \( G = (V, E) \) that consists of a set of vertices \( V = \{1, 2, ..., N\} \), whose elements represent agents in the system, and a set of edges \( E = \{e_{ij} = (i, j) : i, j \in V\} \), which represent neighboring relations. If at any point \((i, j)\) and \((j, i)\) correspondence with the same edge, the graph is called undirected graph, otherwise known as a directed graph.

Definition 2: The adjacency matrix \( A = (a_{ij})_{N \times N} \) of graph \( G = (V, E) \) is a matrix with nonzero elements satisfying the property \( a_{ij} = 1 \) which represent a communication between the node \( i \) and \( j \), otherwise \( a_{ij} = 0 \). The graph Laplacian matrix can be expressed as: \( L = D - A \), the degree matrix \( D = \text{diag}(d_i) \) is the diagonal matrix which composed of nodes degree, \( d_i = \sum_{j=1}^{N} a_{ij} \) is the degree of node \( i \).
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Definition 3: The second smallest eigenvalue $\lambda_2$ of Laplacian matrix is the algebraic connectivity of graph $G$, which represents network connectivity, the larger $\lambda_2$ of Laplacian imply better performance of the network connectivity, conversely the smaller value of $\lambda_2$, the worse performance of the network connectivity [14-15].

Definition 4: Assuming the sensing radius $r(>0)$ denote the interaction range between two agents, on a two-dimensional space, the agent $i$ as the center, an open ball with radius $r$ determines the set of spatial neighbors of agent $i$, namely, $N_i(t) = \{ j \in V : \|q_i - q_j\| < r \}$, where $\|\|$ is the Euclidean norm.

In the multi-agent network model, we assume that the system not exist an isolation agent. Consider a group of $N$ dynamic agents with equation of motion:

$$\begin{align*}
\dot{q}_i(t) &= p_i(t) \\
p_i(t) &= u_i(t)
\end{align*}$$

where $i = 1, 2, ..., N$, $q_i$ and $p_i$ denote the position and velocity vectors of agent $i$, respectively. $u_i$ denote the control input (acceleration) of agent $i$. $q_i, p_i, u_i \in \mathbb{R}^2$. The virtual leader with equation of motion:

$$\begin{align*}
\dot{q}_f(t) &= p_f(t) \\
p_f(t) &= f_i(q_f(t), p_f(t))
\end{align*}$$

where $q_f$ and $p_f$ denote the position and velocity vectors of the virtual leader, respectively.

Definition 5: For any agent $i$, $i = 1, 2, ..., N$, \( \lim_{t \to \infty} \| p_i(t) - p_f(t) \| = 0 \), that is, the velocity between each agent and the virtual leader asymptotically consistent.

3 Flocking Algorithm of Multi-agent System

3.1 Pinning Strategy

In this paper, considering the consensus protocol, agent status depends on neighbors and their own information, specific pinned nodes selection method as follows:

Step1: According to the sensing radius $r$, the adjacency matrix $A$ of graph $G$ is obtained;

Step2: Find the eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_N$ of information transfer matrix $A + I_N$, to identify the eigenvalue $\lambda^*_{N}$ of the maximum multiplicity for all eigenvalues and corresponding the maximum geometric multiplicity $\delta(\lambda^*)$;

Step3: Elementary transformation row for the matrix $A + I_N - \lambda^* N I_N$ to identify the maximum linearly independent of the columns;

Step4: The set of the network controlled nodes corresponding to the linearly dependent columns of the matrix $A + I_N - \lambda^* N I_N$ are the pinned nodes, which is the maximum multiplicity $\delta(\lambda^*)$.

The computation complexity of the algorithm is $O(N^3 \log N)$, where $N$ is the number of nodes in network. If \( \text{rank}(A + I_N - \lambda^* N I_N) = N \), then only one pinned node.
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where \( \|q\| = \sqrt{q^T q} \) is 2-norm, \( a, b \) and \( c \) are positive constants, \( b > a \). When \( q = 0 \) or \( \delta = e^{-c\ln(b/a)} \), \( g(q) = 0 \), attraction and repulsion forces are equal. \( \delta \) is the equilibrium distance between agents. The negative sign of attraction function \( g_a(q) = -aq \) means the movement direction of the agent, the parametric \( a \) represent the agent attractive force, the parametric \( b \) of repulsion function \( g_r(q) = b q e^{-d^2/c} \) is used to adjust equilibrium position among agents. The attraction-repulsion function \( g(q) \) is attraction to the other individuals on long distances and repulsion from the other individuals on short distances. Therefore, avoid the agents collide due to excessive proximity and maintaining aggregation groups behavior. In a summary

\[
V_i(q) = \sum_{j=1 \neq i}^{N} g \left( \|q_j - q_i\| \right) \\
= \sum_{j=1 \neq i}^{N} \sum_{j=1 \neq i}^{N} g \left( \|q_j - q_i\| \right) + \sum_{j=1 \neq i}^{N} g \left( \|r_q\| \right) \tag{7}
\]

### 3.3 Stability Analysis

**Theorem 1:** Consider the second-order multi-agent system by the dynamics formula (1) and the motion of virtual leader formula (2), the initial position of agent is randomly distributed. Assume that the initial velocity mismatch and the initial energy \( H_0 \) are finite, with the control protocols formula (4) and (5), the following statement holds.

i) All agents asymptotically move with the same velocity.

ii) The system is asymptotically converges stability, where have a local minimum energy.

iii) The groups of two agents no collision for all \( t \geq 0 \).

**Proof:** Let \( \tilde{q}_i = q_i - q_r \), \( \tilde{p}_i = p_i - p_r \) denote the relative position and velocity difference between the agent and virtual leader, respectively.

\[
\begin{align*}
\dot{\tilde{q}}_i(t) &= \tilde{p}_i(t) \\
\dot{\tilde{p}}_i(t) &= \tilde{p}_i(t) = u_i(t)
\end{align*} \tag{8}
\]

Thus, the control protocol can be rewritten as follows:

\[
u_i(t) = -\sum_{j=1 \neq i}^{N} \nabla_{\tilde{q}_j} V_{ij} - \sum_{j=1 \neq i}^{N} \nabla_{\tilde{p}_j} V_{ij}

- k_i \left( c_i \tilde{q}_i + c_i \tilde{p}_i \right)
\tag{9}
\]

Define the following energy function \( H \) as the Lyapunov function, which is the sum of the total potential energy between two agents and the relative potential and kinetic energy between the agents and virtual leader.

\[
\begin{align*}
H(\tilde{q}, \tilde{p}) &= \frac{1}{2} \sum_{i=1}^{N} \tilde{U}_i(\tilde{q}) + \frac{1}{2} \sum_{i=1}^{N} \|\tilde{p}_i\|^2 \\
U_i(\tilde{q}) &= V_i(\tilde{q}) + k_i c_i \tilde{q}_i \tilde{q}_i \tag{10}
\end{align*}
\]

According to the symmetry of the attraction/repulsion function \( g(q) \) one has

\[
\frac{1}{2} \sum_{i=1}^{N} \dot{U}_i(\tilde{q}) + \frac{1}{2} \sum_{i=1}^{N} \|\tilde{p}_i\|^2 \leq \frac{1}{2} \sum_{i=1}^{N} \|\tilde{p}_i\|^2 + k_i c_i \tilde{q}_i \tilde{q}_i \tag{11}
\]

Derivative the Lyapunov function can be obtained:

\[
\dot{H} = \frac{1}{2} \sum_{i=1}^{N} \dot{U}_i(\tilde{q}) + \sum_{i=1}^{N} \tilde{p}_i \tilde{p}_i \tag{12}
\]

\[
= \sum_{i=1}^{N} \sum_{j=1 \neq i}^{N} \tilde{p}_i \tilde{p}_j \tilde{V}_{ij} (\tilde{q}_j, \tilde{p}_j, \tilde{p}_i) + k_i c_i \sum_{i=1}^{N} \|\tilde{q}_i\|^2 (\tilde{q}_i, \tilde{p}_i, \tilde{p}_i) \tag{13}
\]

Therefore, formula (9) into the formula (13) and simplify

\[
\dot{H} = \sum_{i=1}^{N} \|\tilde{p}_i\|^2 - \sum_{i=1}^{N} \|\tilde{p}_i - \tilde{p}_j\|^2 - k_i c_i \tilde{p}_i \tag{14}
\]

Hence

\[
\sum_{j=1 \neq i}^{N} \left( \tilde{p}_i - \tilde{p}_j \right) = \sum_{j=1 \neq i}^{N} a_i \left( \tilde{p}_i - \tilde{p}_j \right) = \sum_{j=1 \neq i}^{N} \tilde{t}_i \tilde{p}_i 
\]

we have

\[
\dot{H} = -\sum_{i=1}^{N} \|\tilde{p}_i\|^2 - \sum_{i=1}^{N} \|\tilde{p}_i - \tilde{p}_j\|^2 - k_i c_i \tilde{p}_i \tag{15}
\]

where \( \tilde{p} = \text{col}(\tilde{p}_1, \ldots, \tilde{p}_N) \), \( K(t) = \text{diag}(k_1, \ldots, k_N) \). Here, \( \dot{H} \leq 0 \) implies that \( L(t) \) and \( K(t) \) are positive semi-definite matrix, respectively, \( L(t) + c_i K(t) \) is also positive semi-definite matrix. \( \dot{H} \leq 0 \) means the energy \( H \) is monotonically decreasing for all \( t \geq 0 \). \( H(t) \leq H_0 \), \( \Omega = \{ (\tilde{q}^T, \tilde{p}^T)^T \in R^{2N} : H \leq H_0 \} \) is an invariant set. From Lasalle’s invariance principle, all agents starting in \( \Omega \) converge to the largest invariant set \( S = \{ (\tilde{q}^T, \tilde{p}^T)^T \in R^{2N} : \dot{H} = 0 \} \). Thus, according to formula (15), \( \dot{H} = 0 \) is equivalent to \( \tilde{p} = \text{col}(\tilde{p}_1, \ldots, \tilde{p}_N) = \text{col}(0,0,\ldots,0) \), therefore, \( \tilde{p}_1 = \tilde{p}_2 = \ldots = \tilde{p}_N \). This means that the velocity of all agents asymptotically converge the virtual leader velocity, or \( p_1 = p_2 = \ldots = p_N \), which proves part i). At the same time, exist a local minimum value \( \tilde{q} \) that makes the system asymptotically converges to stable, which have a local minimum energy. Part ii) is proven.

To prove part iii), suppose that there are at least two agents collide at any time \( t \geq 0 \). This implies the energy of the system at time \( t \) is at least \( H_0 \), which is contradict with the condition \( H(t) \leq H_0 \). Finally, no two agents can possibly collide at any time \( t \geq 0 \).

### 4 Numerical Simulation and Research

In this section, the effectiveness of the proposed algorithm in this paper is verified by MATLAB simulation. The parameters used in this simulation are specified as follows:

The number of agents \( N = 10 \), the initial positions are chosen randomly from distributed in the square area of \([0, 20] \times [0, 20] \), the velocities and direction angles are
randomly from distributed in the square area of $[1,2] \times [1,2]$ and randomly on the interval $(-\pi, \pi)$, respectively. The virtual leader’s position and velocity is $q_1(0) = [10,10]$ and $p_1(0) = 0.35 \times [1,1]$, respectively. The desired distance $d = 7$, the agent of sensing radius $r = 1.2d$, the feedback coefficient $c_1 = 0.6$, $c_2 = 0.4$, $a = 4$, $b = 25$, $c = 10$.

The initial positions of 10 agents submit to the randomly distribution as shown in Fig. 2, where the hollow circle denote the general agents, the solid red circle denote the pinned agents, the red star represent the virtual leader, the arrows indicate the flow of information transfer. Herein, Pinning strategy identified two pinned nodes and the node is 7/9, 1/5/10.

In flocking algorithms (4), the dynamic evolution of multi-agent system as shown in Fig. 3, the pinned node is 9, 10. From Fig. 3 (a)-(d), it can be seen that the dynamic evolution of the system ultimately the consistent. Fig. 4 is the velocity difference between agents and virtual leader, when $t = 15.6s$, all agents asymptotically move with the same velocity and the system converges stability.

In order to analyze the impact of different pinned node for consistency, simulation for all pinned node combination, each experiment is respectively operated independently 100 times, the statistical results of average consensus time are shown in Table 1.

Table 1 shows that difference pinned nodes ultimate achieve consensus time. Under the same scale of network, selected pinned node 9, 10, average convergence time is minimal, because of the node degree distributed of network. Further to research the topology properties of pinned nodes for directed network, this paper analyzes the degree distribution characteristics of pinned nodes, and founded a pinned node out-degree is greater than the in-degree, the zero of in-degree must be pinned node. Randomly given multi-agent network as an example, $N = 20$, in Fig. 5, pinned nodes are mainly composed of zero in-degree and low in-degree.

Table 1: Average Consensus Time

<table>
<thead>
<tr>
<th>Pinned node</th>
<th>Time/s</th>
</tr>
</thead>
<tbody>
<tr>
<td>9,10</td>
<td>15.6</td>
</tr>
<tr>
<td>7,10</td>
<td>22.3</td>
</tr>
<tr>
<td>1,7</td>
<td>35.5</td>
</tr>
<tr>
<td>1,9</td>
<td>24.5</td>
</tr>
<tr>
<td>5,7</td>
<td>37.3</td>
</tr>
<tr>
<td>5,9</td>
<td>32.5</td>
</tr>
</tbody>
</table>
5 Conclusion

In the research of flocking control for directed multi-agent system, one of the key issues is how to improve the flocking control efficiency. In this paper, an effective pinning strategy for directed multi-agent network to improve the control efficiency is proposed, and combining the theory of graph and analytical control theory method. Using the control theory of PBH criterion to identify the pinned node, analyze different combination of pinned nodes and topological properties for pinned node is obtained. Simulation results demonstrate that the proposed algorithm is effective in improving the control efficiency of the entire system.
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